
2024 Health Econ 

Area of Emphasis

Preliminary Exam
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Office of Community Standards Powerpoint on AI. 2024
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• Unusually long answer, compared to recent prelims.

• Writing style is very structured (i.e., uses headings, subheadings, 
and bullet points throughout).

• Uses common phrasing for LLMs. Two instances of ‘in summary’ 
and one of ‘in conclusion’.

• Noticeably identical or very similar text, when compared to ChatGPT
output.

• Content that is non-standard for health economics (i.e., not in any of 
the papers on our prelim exam reading list), but does appear in the 
ChatGPT output

• Feels “voiceless” and does not read similarly to known examples of 
writing by this student.

Signs of LLM Use in Haishan Yang’s Exam
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In 2020, two students took our preliminary exam. Their 

word counts were 2482 and 4418. 

In 2022, five students took our prelim. Their word counts 

1691, 1756, 2853, 3011, and 3165.

In 2024, only Haishan Yang took our prelim and submitted 

an exam with 5570 words. 

Haishan’s exam was twice as long as the average 

exam. It was 26% longer than second-longest exam. 

Unusually Long Answer
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Similarities between 

Haishan Yang’s submitted exam 

and ChatGPT output
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Haishan Yang’s Answer to Question 4, Part A:

ChatGPT Output:

Comparing Haishan’s

answer to ChatGPT

output, we observe:

An identical heading

Identical answer 

structure

Nearly identical 

answer content
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ChatGPT Output:

Haishan Yang’s Answer to Question 4, Part B:

Comparing Haishan’s

answer to ChatGPT

output, we observe:

Multiple instances of 

identical or near 

identical phrasing.
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Haishan Yang’s Answer

ChatGPT Output

Comparing Haishan’s answer to 

ChatGPT output, we observe:

Identical subheadings

Identical content
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Haishan Yang’s Answer to Question 4, Part B:

ChatGPT Output:

Comparing Haishan’s

answer to ChatGPT

output, we observe:

Identical phrasing
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Haishan Yang’s Answer to Question 1, Part C:

ChatGPT Output:

Comparing Haishan’s

answer to ChatGPT

output, we observe:

Multiple instances of 

identical structure and 

phrasing.
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Haishan Yang’s Answer to Question 3, Part A:

ChatGPT Output:

Comparing Haishan’s

answer to ChatGPT output, 

we observe:

Nearly identical phrasing
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Similarities between 

Haishan Yang’s practice exam 

and ChatGPT output
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Haishan Yang’s Answer to the Practice Question:

ChatGPT Output:

Definition: Pure capitation is a payment arrangement in which health care providers or 

insurers receive a fixed amount of money per enrolled individual per period (e.g., per 

month), regardless of how many services the individual uses. This payment method is 

used to cover the costs of all or most of the services that an individual may need.

Incentives Created:

Cost Control: Providers or insurers have a strong incentive to control costs since their 

revenue is fixed and does not depend on the number or cost of services provided.

Preventive Care: There is an incentive to focus on preventive care and early intervention 

to avoid costly treatments later on.

Efficiency: Encourages efficiency and reduction of unnecessary services since providers 

bear the financial risk.

Risk Selection: May lead to risk selection, where providers might avoid enrolling 

individuals who are expected to have high healthcare costs.

Comparing Haishan’s

answer to ChatGPT

output, we observe:

Multiple instances of 

nearly identical 

phrasing
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Content that is non-standard for 

doctoral health economics, but 

also appears in ChatGPT output
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Haishan Yang’s Answer to Question 4, Part B:

ChatGPT Output:

Haishan Yang’s exam uses 

an acronym “PCO” that is 

not standard for health 

economics. 

None of the four faculty 

members (all health 

economists) grading this 

prelim exam have seen this 

acronym used. 

This acronym is not used in 

any papers included in the 

prelim exam reading list.

This acronym appears in 

the ChatGPT’s output.
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Haishan Yang’s Answer to Question 4, Part B:

ChatGPT Output:

Haishan Yang’s exam 

proposes two regulatory 

solutions that are identical 

to those offered by 

ChatGPT, but are not 

standard for the field of 

health economics and are 

not discussed in any papers 

on the prelim exam reading 

list.
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GPTZero (an AI detector) Results
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We acknowledge that it is impossible to detect LLM-generated text with 
perfect accuracy.

- AI detectors such as GPTZero are known to sometimes make type 
1 (false positives) and type 2 (false negatives) errors.

We include the following results only because we are able to compare 
Haishan Yang’s prelim exam to a previous writing sample known to be 
his writing (i.e., a final exam that Haishan Yang hand-wrote for PubH
6832).

GPTZero assesses the probability of AI generation at 0% for 
Haishan Yang’s known writing sample. 

GPTZero assesses the probability of AI generation between 19% 
and 89% for Haishan Yang’s answers to the prelim exam.

Our decision to include GPTZero results
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Final exam

From PubH

6832

(Fall 2022)

GPTZero Results for 

Known Writing by Haishan Yang
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Q1

Q3

GPTZero Results for Haishan Yang’s 

Prelim Submission
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Q4

GPTZero Results for Haishan Yang’s 

Prelim Submission

CASE 0:25-cv-00089-JMB-SGE     Doc. 10-8     Filed 01/27/25     Page 21 of 21


